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Abstract

We study the classical solution of the nonlinear inverse boundary value problem for for
pseudo hyperbolic equation of the fourth order The essence of the problem is that it is
required together with the solution to determine the unknown coefficient. The problem is
considered in a rectangular area. To solve the considered problem, the transition from the
original inverse problem to some auxiliary inverse problem is carried out. The existence
and uniqueness of a solution to the auxiliary problem are proved with the help of
contracted mappings. Then the transition to the original inverse problem is made, as a
result, a conclusion is made about the solvability of the original inverse problem.
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1. Introduction

There are many cases where the needs of the practice bring about the problems
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of determining coefficients or the right hand side of differential equations from
some knowledge of its solutions. Such problems are called inverse boundary value
problems of mathematical physics. Inverse boundary value problems arise in
various areas of human activity such as seismology, mineral exploration, biology,
medicine, quality control in industry etc., which makes them an active field of
contemporary mathematics. Inverse problems for various types of PDEs have
been studied in many papers. Among them we should mention the papers of A.N.
Tikhonov [1], M.M. Lavrentyev [2, 3], V.K. Ivanov [4] and their followers. For a
comprehensive overview, the reader should see the monograph by A.M. Denisov
[5]. In this paper, following [6,7], we prove existence and uniqueness of the
solution to an inverse boundary value problem for pseudo hyperbolic equation of
the fourth order .
Formulation of the problem and its equivalent form

Let D; ={(x,t): 0<x<1, 0<t<T}. and f(Xt), o(X), w(x),
h,(t) (i=12) are given functions defined for X €[0,1], t €[0,T]. Consider the
following inverse problem: to find a triple {u(X,t), a(t),b(t)} of the functions

u(x,t), a(t) , b(t) satisfying the equation

Uy (X’t) _uttxx(xlt) U (X’t) =
=a(t)u(x,t)+b(t)u, (x,t)+ f(x,1) (1)
with initial
u(x,0)=e(x), u (x0)=w(x) (0<x<I1, (2)
and boundary conditions
u@,t)=u,(¢t)=u,(O,t)=u,, (Lt)=0 (0<t<T) (3)
and with additional conditions
u(x, t)=h) (O<x <1,i=12x #X,,0<t<T), (4)

Introduce the designation
C*?(Dy) = u(x,t) :u(x,t) € C3(Dy ), Uy (X,1), Uy (X, t € C(D;) }
Definition. A triple {u(x,t),a(t),b(t)} of the functions u(x,t) e C**(D;) ,

XXXX ttxx
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a(t) e C[0,T] and b(t) € C[0, T] satisfying equation (1) in D, condition (2) in
[0,1] and conditions (3)-(4) in [0, T ] we call a classical solution to boundary value

(1)-(4).
We prove the following
Teopema 1. Let f(x,t)eC(D,), ¢(X), w(x)e C[0]1],

h;(t) € C*[0, T](i =1,2) h(t) = h (t)h; (t) —h,(t)h/(t) 20 (O<t <T) and the
matching conditions
p(%) =1 (0), w(x)=h(0) .(1=12)
are satisfied. Then the problem of finding a classical solution to problem (1)-(4) is
equivalent to the problem of determining the functions u(x,t) e C*?*(D;),
a(t) € C[0,T] and b(t) € C[O,T] from (1)-(3) and
B (t) — Uy (X, 1) + Uy (X, 1) =
=a(t)h, (t) + b ) + f (x,1) (i =12; 0<t<T). (5)
Proof. Let {u(Xx,t),a(t),b(t)} be a classical solution to problem (1)-(4). Since
h.(t) € C*[0,T(i =1,2), differentiating (4) two times over t we get
u (x,t)=h'@t), u,(x,t)=h"t) (=L2,0<t<T). (6)
Taking X = Xj in equation (1) we find
Uge (X, 1) = U (X, 1) + U (X, 1) =
=a(t)u(x;, t)+bt)u, (x;,t)+ f(x,,t) (1=12, 0<t<T) (7)
From this considering (4) and (6) we arrive at (5).
Now let’s suppose that {U(X,t),a(t),b(t)} is a solution of problem (1)-(3),
(5). Then from (5) and (7) we get

£ 0,0~ (0) = a0, —, 0)+O-S-(U0x, H ~h ()
(i=120<t<T) . (8)
Considering (2) and @(X;) =h.(0), w(x;) =h/(0) .(i =1,2) we have
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u(x;,0) —h; (0) = o(x;) —h; (0) =0,
U, (%,0)=h/(0) =y (x)-h(0)=0 (i=12). 9)
From (8), taking into account (9), it is clear that condition (4) is also
satisfied. The theorem is proved.
Solvability of the inverse boundary value problem
The first component U(X,t) of the solution {u(X,t),a(t),b(t)} to problem
(1)-(3), (5) we seek in the form

U(x,t) = S U (©)sin A, x (;Lk =%(2k—1)j, (10)
where -
u,(t)= 2ju(x,t)sin Axdx (k=12,.).
Then applying the fornial Fourier scheme, from (1) and (2) we obtain
A+ 2)ur )+ u, () =F (tu,a,b) (0<t<T;k=12,..) (11)
U, 0) =g, U (0 =y, (k=12..), (12)

where

F.(t;u,a,b) = a(t)u, (t) + b@Qu () + f, ) , f.(t) :zj f (x,t)sin 4, xdx,

1 1

0. =2[ p(x)sin Axdx, v, =2[p()sin Axdx (k=12,.).
0 0

Solving problem (11)-(12) we find

1 :
u, (t)=g, cos lBkt+ﬁ_l/lk sin B, t+
k

1 t . - .
+m£ﬁ (ru,ab)sin B, (t—r)dr (k=12..),  (13)

where
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A

Lo (k=12..).
k

pi-

After substitution of the expression U, (t) (k=12,..) into (10) for the

determination of U(X,t) we get

u(x,t) = i {(ok cos,Bkt+IBiz//k sin gt +

k=1 k

*2 (1 ) jF (r;u,a,b)sin B, (t- r)dr}smﬂ, x.  (14)

Now from (5) taking into account (10) we have

a(t) =[h(t)]l{(h1”(t) = £, D) h (1) = (hy (1) — 0, D)y (1) +

k=1

+ i(/ﬁuf(t) + U, (1) (hy (t)sin A, x,— h) (t)sin 4, Xz)} , (15)
b(t) =[h(t)]l{(h§(t) — f (%, 1)) hy(t) — (R(t) - f(x, ), (1) +

+ i(lﬁu;’(t) +2,u, (1)) (h, (t)sin A, x,—h, (t)sin 4, xl)}. (16)

k=1
Consideration of (13) in (11) gives
Zeup () + AU, (1) =-uy (t) + F, (tu,a,b) =

. 1
T lzu (t)+( /ﬁ]Fk(t;u,a,b):
2 5 2
= t F.(t;u,a,b u, (t F. (t;u,a,b) =
EPT k()+ 1+ 7 ( )= ()+ T2 ( )=
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= B} {gok cos Bt + iz//k sin Bt +
By
2

ﬂk (1 + )

k

k=12,..,0<t<T.

jF (r;u,a,b)sin B, (t— z‘)dr} A % _F (t;u,a,b),
1+2

To obtain an equation for the second component a(t), b(t) of the

solution {u(x,t),a(t),b(t)} we put the last relation into (15)

a(t) =[h(t)]‘l{(h{'(t) = F(x, D) g (1) = (h; (1) — T 0, D)y (0) +

+> B {(pk cos 3t +i1//k sin St +
k=1 ﬁk
t

ﬂ(l 7 j F.(r;u,a,b)sin B (t—7)dr+

+/1_12 F.(t;u,a,b) [(h;(t)sin A, x,—h/(t)sin A, X,) ¢,

b(t) =[h(t)]1{(h£' (t) = £ 0O, D) hy (1) = (h/(®) = T (x, D), (1) +

+> B {qok cos f3,t +ﬂiy/k sin St +
k

ﬁja (z;u,a,b)sin B, (t—z)dz+

(17)
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+/1_12Fk (t;u,a,b) [(h,(t)sin A, x,—h,(t)sin A, X)) ¢, (18)

k

This, solution of problem (1)-(3),(5) is reduced to the solution of system
(14), (17),(18) with respect to the unknown functions u(x,t), a(t). and b(t).

To study the problem of the uniqueness of the solution of problem (1)-(3),
(5), the following lemma plays an important role.
Lemma. If {u(x,t),a(t),b(t)} is arbitrary classical solution of problem (1)-(3), (5),

then the function
1
u, (t) = 2[u(x.t)sin A, xdx (k=12,...
0

satisfies system (13) in [0,T].
Proof. Let {u(x,t),a(t),b(t)} be any solution to problem (1)-(3), (5). Then
multiplying both sides of equation (1) by the function 2sin A x (k=12,..),

integrating the obtained equality over X from 0 to 1 and using the relations

1 2 1
ZI U, (X, t) sin A xdx = %(qu(x,t)sin ﬂkxde =u/(t) (k=12..),
0 0
1 1
2 U (x, )50 2, XX = —zﬁ(z [[u, (x,tysin Akxdxj __2u') (k=12,.),
0 0

1 1
Zquxxx(x,t)sin A, xdx = ﬂﬁ(zfu(x,t)sin ﬁkxdx] =2u () (k=12,..),
0 0

we obtain that equation (11) is satisfied.
Similarly, the fulfilment of (12) is obtained from (2). Thus

u,(t) (k=12,..) isasolution to problem (11), (12).
As immediately follows from this the function u, (t) (k =12,...) satisfies
to system (13) on [0,T]. Lemma is proved.

This lemma implies the validity of the following
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Consequence. Let system (14), (17),(18) have a unique solution. Then problem (1)-
(3), (5) cannot have more than one solution, i.e. if problem (1)-(3), (5) has a
solution, then it is unique.

Now, in order to study problem (1)-(3), (5) consider the following spaces.

1. Denote by stf [8] the set of all functions U(X,t) of the form

u(x,) = 3 u, O)sin Ax (zk - %(Zk —1)j,

k=1

Defined on D, , where each of the functions U, (t)e C* [0,T](k =12,...) and

2
0 O | <0

o0

JT(u)s(z(zinuk(t)||c[m)~’-j2 +[i(zi

k=1 k=1
The norm in this space is defined as

Jlu(x,t) gz =J(U).
2. By EX® we denote the space of the vector functions {u(x,t),a(t),b(t)}
such that u(x,t)e BT , a(t)EC[O,T] b(t)eC[O,T] and equip this space by

the norm

|

83 ||U(X,t) B33 +||a(t)”c[o,T] +||b(t)||c[o,T] )
Clearly, B;’? and E>° are Banach spaces.

Now we consider in E>** the operator
®(u,a,b) ={d,(u,a,b),d,(u,a,b),d,(u,a,b)},

where

©,(u,ab)=T(xt)= S0 (Msin 4% ®,(u,ab)=a(t),(u,ab)=b ),

u,(t) (k=12,..), a(t)and E(t) are the right hand sides of (13) and (17),(18)

correspondingly.

Obviously
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Then we have

(i(xin‘u“k (t)||cm>2j2 < ﬁ[i(ﬂiwjz +@[i_(zi|w k|>2j2 .

OTU S (21, () er +10 Tla®) 1, *

k=1

S0 O+ TBOL g SO 19
S <t>||c[o,n>2) <5 [Zwlwkb IR

STU i(lﬂfk(r)b de +5 Tla()] oo r,

k=1

1
® 2 ® 2
S0 Ol |38 T E: Ol [ 0
B O, -

+
C[0,T]

= [IheT?| {H(h{'(t)—f(x D) hs(0) - (h5(0) — (%, D)D)

<2l <t>|+|h;<t>|uc[m(izx]2[(i(@im | e S o

k=1

21| [ I e | BT S Ol
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cort” ||+ S Ol +

TR 305

800 302l Ol 4

+||b<t>||qo,n(i<ﬂi||u;<t>||qo,n>2]2n, 2

o)

C[OT]

(h2(®) = T (%, 1)) hy (1) = (h(1) - £ (x,, )N, (1)

+

POT

2 OOl 547 {[zwm et

| [ 0 | T 0 S O

0 k=1

" 2T||b(t)||C[O’T](i(/1ﬁ Ju; (t)||C[O,T])2j2.+(i(/1ﬁ If, (t)||cm)2j2 +

A0l I O+

1
= 2
+||b(t)||C[O,T][kZ_: C[0,T] j }}I (22)

l'I|'< ()=- B, sin Bt+y, sin Bt+

where
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1 ¢
+——|F (r;u,a,b)cos B (t—7)dz (k=12,...).
1+/1i£ e : (moded )

Assume that the data of problem (1)-(3), (5) satisfy the following
conditions:

1.o(x) €C*[01], 9 (x) € L,(01), 9(0) = ¢'(1) =¢"(0) =" () = '* (0)=0'
2.¢7() €C*[0], ' (x) € L,(0), w (0) =y’ =y"(0) =0 .

3. f(xt), f (x,t)eC(D;,), f (xt)eL,(D;), f(0,t)=f, (Lt)=0 (0<t<T).
4. h(t) e C2[0,Ti =1,2), h(t) = h(t)hL(t) —h, () =0 O<t<T).
Then from (19)-(22) we have

||J(X’t)||sg;g S Al(T) + Bl (T )(”a(t)”qo,T] —l_”b(t)"qo,nj||l'l(x’t)||E;§;T3 ! (23)
”a(t)”qo,T] < A2 (I') + BZ (T)(”a(t)”c:[ox] _’_”b(t)”c[o,T])||l'l(x’t)|||325;T3 ’ (24)

B, =AM+ BT JaO]r, HoOr, JueDl, @5

C[0,T]

where

A()= 2\/§H(p(5) O 0
+\/ﬁ(l+\/§)”fxx(x’t)”

+~/5(1++/2 )Ht//(s’ (X)H +

L,(0,1)

B,(T)=+5(1+2)T,

L (Dr)’

A(T) = H[h(t)]‘luqm{ (O - F 00D O - (O - f (O] +
C[0,T]
+2h )]+ m(t)mcm[i AKJ [\\¢(5)(X)HL2(0,1) +
+ ﬁ”vx(”(X)HLz<o,1> V2T [ GO o+ e 6 Do, Lz(m)} }
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B,(T) =2[[h®T"|, I t) +

A(T) =H[h(t)]1uqm{ (hy () = F (%, D) hy (t) = (1) - T (x,, D)), (1)

N

o 00

+
L,(0,1)

+2|h, )] +|h, (t)mC[o,T](i ﬁizj

N \/EHI//(S) (X)H + /3T | £, (X, )

” fu (X't)”qo,ﬂ

L,(0,1) L (Dr) +‘

From inequalities (23)-(25) we conclude

00Dl +80] g7+ O], <

531
BZ,T

< A+ BT |a®lgr) Ol Jutx)

where

AM) =AM+ AM+A), B(T)=B(T)+B,(T)+By(T) .

So, we can prove the following theorem:
Theorem 2. Let conditions 1-4 be satisfied and

(A(T)+2)2B(T) <1.
The problem (1)-(3),(5) has a unique solution in the
K=Kg(||zl| s« <R=A(T)+2) of the space E>°.

Remark. Inequality (27) is satisfied for sufficiently small values of

T+ H[h(t)]‘lu

Proof. In the space ET5’3 consider the equation
z2=Pz,

coT]’

ma)mqm@ 4] (T +1),

L, (0.1)} }'

8,1 =2l [ @]+ (t)|\\c[m(izk2j2 (T +1),

—+

C[0,T]

(26)

(27)
ball

(28)

51



Yashar Mebhraliyev, Afaq Huseynova, Kalyskan Matanova / Journal of mathematics & Computer Sciences v. 1(2)
(2024) 40-53

where Z= {u,a,b} , the components @, (u,a,b) (i=12.3) of the operator
®(u,a,b) are defined by the right hand sides of equations (14),(17) and (18) .
Consider the operator ®(U,a,b) in the ball K = K from E>*. Similarly

to (22) we obtain that the estimations

||(DZ||E$’3 <AM)+ B(T)(”a(t)”c[o:] +||b(t)||c[o,T])”“(X’t)nsg;g ’ (29)

|®z, _CDZZHE?’3 < <B(T)R (“al(t) — 8 (t)”c[o,T] + b (t) - b, (t)”c[o,T] +

+||U1(X,t)—UZ(X,t)”B;? ) (30)

for the arbitrary z,z,,z, € K; . Then, from estimates (29), (30), taking into
account (27), it follows that the operator @ acts in the ball and is contractive.
Therefore in the ball K = K, the operator @ has a single fixed point {u,a,b}
which is a unique solution to equation (28) in the ball K =K, i.e. {u,a,b} isa
unique solution to system (14),(17) and (18) in the ball K =K.

The function U(X,t) as an element of the space stf has continuous
derivatives  u(X,t), u, (x,t), u, (x,t),u,, (.t),u,.(x.t) , u(xt), u,(xt),
Uy (X,8) in D_ .

As one can easily see from

DGO N ol ETO I

V2, (68) +a)u, (6 1) +bE) U (x, 1)

o, oy’

It implies that U, (X,1) , Uy, (X, 1) , Uy (X,1) are continuousin Dy .

ttxx
It is easy to check that equation (1) and conditions (2), (3) and (5) are
satisfied in the usual sense. Therefore, {U(X,t),a(t),b(t)}is a solution to problem

(2)-(3), (5), and, by virtue of the corollary of Lemma 1, it is unique in the ball
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K=Kx;.
The theorem is proved.
Using Theorem 1, we prove the following
Theorem 3. Let all conditions of Theorem 2 be satisfied and

(%) =h(0), w(x)=h{(0) .(1=12) _
The problem (1)-(4) has unique classical solution in
K=Ky (I1Zll ss SR=A(T)+2) from EZ*.

References

the ball

[1] Tikhonov AN. On the stability of inverse problems. Dokl. USSR Academy of

Sciences, 1943, 39 (5), p.195-198.

[2] Ivanov VK. Linear incorrect problems. DAN SSSR, 1962, 145(2), 270-272.
[3] Lavrentev MM, Romanov VG, Shishatsky ST, Ill-Posed Problems of

Mathematical Physics and Analysis, M. Nauka, 1980 (in Russian).

[4] Denisov AM. Introduction to Theory of Inverse Problems, M: MSU, 1994,
[5] Mehraliyev YT, Huseynova AF. On solvability of an inverse boundary value
problem for pseudo hyperbolic equation of the fourth order, Journal of

Mathematics Research, 2015, 7(2), p.101-109.

(6] Isgendarov NSh, Mehraliyev YT, Huseyinova AF. On an Inverse Boundary
Value Problem for the Boussinesg-Love Equation with an Integral Condition.

Applied Mathematical Sciences, 2016, 10(63), p.3119 - 3131

53



